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1. If f(x) = (x — r)™, where m > 1, show that Newton’s method will
converge to the multiple root 7, no matter where we start, but only
linearly.

2. Give an example of a linear system Az = b for which the Jacobi it-
cration converges, although the matrix A is not diagonal dominant.
(Hint: f A=L+ D + U, the Jacobi method converges if and only if
all eigenvalues of D~Y(L + U) arc less than one in absolute valuc.)

A= [/ < D7 (Lre) = [ggjzw_u

not cﬁl"jm( (Ioﬂ('r«:)l* Q}Lr\\m/mel\: (O/ 0) 5 Qor\oajdx



3. Find the weights wl, wy and sample points ry, 7o for the Gauss 2 point / J:-
quadraturc rule [ f(x) dz ~ wihf(rih) + wahf(rah). (Hint: You 'A//U/'L -
should make some simplifing assumptions first, bascd on symmetry, 4 _ 712-
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4. Consider the multi-step method:
U(tk_H) = —4U(tk) + 5U(tk_1) + 4hf(tk, U(tk)) + 2hf(tk_1, (tk—l))

a. Calculate the truncation error. Is the method consistent?
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b. Determine if the method is stable.
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c. Is the method implicit or explicit?
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5. If Ly(z) is the Lagrange polynomial of degree N which interpolates to
f(z) = e® at 2 =1,2,3,..N+1, prove that Ly(0) does NOT converge
to f(0) =1, as N — oo.
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6. A 3 by 3 matrix A has cigenvalucs very near 2,8 and 9. If the shifted
power method (note: not INVERSE shifted power method) zny; =
(A — pI)z, is used, what valuc of p should be used if we want to
maximize the rate of convergence to find the eigenvalue near 97 (Hint:
the rate of convergence of the power method is the ratio of the second

§ largest (in absolute value) eigenvalue to the largest.)
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7. The following MATLAB program solves a linear system Az = b using
the Gauss-Jordan algorithm, in which A is reduced to diagonal form
rather than upper triangular form, during the forward elimination (no
pivoting in donc in this program). For large N, approximately how
many multiplications arc done by this program? How docs this algo-
rithm compare in speed to normal Gauss elimination?

function x = GJ(A,b,N)

for i=1:N
for j=1:N
if (j==1i)
continue
end
r = A(j,1)/A(1,1);
for k=i:N
A(j,k) = A(j,k) - r*A(i,k);
end
b(j) = b(j) - r*b(i);
end
end
for i=1:N
x(1) = b(1)/A(i,1);
end
A NN

Y,
CE 22 SN WP

A= J=l ke

GE ~ /J},/\p

SN J'/OW



Math 5329, Final (Q)\

Name

l(e}

1. a. Let T3(z) be the Taylor polynomial of degree 3 which matches
f(x), f'(z), f'(z) and f"(z) at z = 0, where f(z) = sin(0.1 z).
Find the best possible bound on
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b. Let L3(z) be the Lagrange polynomial of degree 3 which matches
f(z) at z = —2,—0.5,0.5 and 2, where f(z) = sin(0.1 ). Find
the best possible bound on
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2. a. Aroot finder gives consecutive errors of eg = 1073, g9 = 107%, €19 =
107!, Estimate the order of the method. /()‘5_- M (103 «
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b. A quadrature method gives an error of 1075 when A = 1072 and
10! when h = 1074, Estimate the (global) order of the method.
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c. A differential equation solver gives an answer u(l) = 0.148888

when A = 0.1, and u(1) = 0.140666 when h = 0.01, and u(1) =

\ 0.140600 when h = 0.001. Estimate the (global) order of the
method.
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3. Consider the system

fl(iL‘l, ...,CEN) =anZ1 + ..+t anzy —b1 =0
fn(z1, . zn) = an1Z1+ ...+ aynTy — by =0

a. Write out Newton’s method for solving this system, and show
that it will converge in a single iteration (regardless of starting
solution) to the solution of Az = b, that is, to A7'b.
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b. Modify Newton’s method by setting all off-diagonal terms of the
Jacobian matrix equal to zero, and show that it is now equivalent
to the Jacobi iteration for solving Az = b.
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a. Is the following method stable? (Justify answer)

Yirr 40—kt = 2 (83, Uy) + & f (t—1, Us-1)
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b. Is the method consistent (with v’ = f(¢,u))? (Justify answer)
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c. Will the finite difference solution converge to the differential equa-
tion solution as h — 07 ~

a. Will the iteration z,1; = 2 + (2, — 2)* converge when z; is suf-
ficiently close to the root » = 27 If so, what is the order of
convergence? (Justify your answer theoretically)
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c. There is a second root, that is, another value such that if z,, = 7,

Zny1 = 7 also. Find this root, and the range of values of zq for
which the iteration will converge to this root.
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. Let T3(z) be the Taylor polynomial of degree 3 which matches
f(), f'(z), f'(z) and f"(z) at £ = 0, where f(z) = cos(4z).

Find the best possible bound on ¢ ¢ :
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. Let L3(z) be the Lagrange polynomial of degree 3 which matches
f(z) at z = —2,-0.5,0.5 and 2, where f(z) = cos(4z). Find the
best possible bound on
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. A root finder gives consecutive errors of eg = 1073, e9 = 1075, €19 =
10~!'. Estimate the order of the method.
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. A quadrature method gwcs an, error of 10™° when h = 102 and
101! when h = 10~%. Estimate the order of the method.
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3. Use the inverse power method to determine the smallest eigenvalue of

[ 37 A= 5 )

Start the iteration with (zg; yof) = (3, 8).
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4. Take one step of a third order Taylor series method (Euler is the first
order Taylor method) to approximate the solution of the following prob-
lem, at ¢ = 1.01: f':, 2

o = 2l =Wl + 2u = 2) 2 = C,
(1) =1 =2+ = U0 + (2] ~

W (k) =ug)) +y (/)/\ + u0) —(\f « ) ACZ
[+t € SR+ 220 =Uggosesry)

5. Consider the multi-step method: - .
8U (tkt1) = U (k) = U(ti-2) + 3hf(tkr1, Ultrsr) + 6hF(te, Ults)) —
3hf(te-1, U(te-1))

a. Is the method consistent? @
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b. Is the method is stable?
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c. Is the method lmphcu,\jxpllclt?
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6. Do one itcration of Newton’s method, starting from (0, 0), to solve:

flz.y) =222 +y—1=0."
gz, y)=—-2z+y*+1=0
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7. Write (1 + z)!/3 — 1 in a form where there is no serious problem with
roundoff, when z = 0. (Hint: a® — b* = (a? + ab + b?)(a — b))
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8. Determine the (global) order of the quadrature rule:
I E )dx ~ OV [Bf (i) + 2 f (@i + 2)]
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9. Will the iteration z,41 =

2 — —xn + 3 converge to the root 1, if the
starting guess is suﬂiclently good'7 J ustlfy your answer.
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10. Will the following iteration converge (to something)? Justify your an
swer theoretically.
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1. If f(z) = (x — r)™, where m > 1, show that Newton’s method will
converge to the multiple root r, no matter where we start, but only

linearly. (6\ _,/-)”\ [
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2. Find the optimum weights w;, ws and sample points 71,79 for the
(Gauss) 2 point quadrature rule fJ* f(z) dz = wihf(rih) +wohf(rzh).
(Hint: You can make some simplifing assumptions first, based on sym-
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3. a. Aroot finder gives consecutive errors of eg = 1072, 7 = 1075, €5 =
10713, Estimate the order of the method. Vo s - A (o€
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b. A quadrature method gives an error of 107 when h = 1072 and
107 when h = 107%. Estimate the (global) order of the method.
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4. a. Is the following method stable? (Justify answer)

_U_k_-o-;z_—U_ f(te, Ug) + f(te-1, Ur—1)
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b. Is the method consistent (with v’ = f(¢,u))? (Justify answer)
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c. Will the finite difference solution converge to the differential equa-

tion solution as h — 07 \
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5. Let Ts(x) be the Taylor polynomial of degree 3 which matches f(z), f'(2), f*(z)
and f"(z) at = = 0, where f(z) = z*. Find the best possible bound on
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6. Use the inverse power method to determine the smallest eigenvalue of
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Start the iteration with (g, %0) = (1,1).
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7. Give an example of a linear system Az = b for which the Jacobi it-
eration converges, although the matrix A is not diagonal dominant.
(Hint: If A= L+ D + U, the Jacobi method converges if and only if
all eigenvalues of D~(L + U) are less than one in absolute value.)
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8. Do one iteration of Newton’s method, starting from (0,0), to solve:

flz,y)=22"+y—-1=0
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glz,y) = —2z+9y°+1=0
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9. If py(z) is the polynomial of degree N which interpolates to f (z) =e**®
at = 1,2,3,..., N + 1, use the Lagrange error formula to show that

pn(0) does NOT converge to f(0) if o > 1.
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10. Write [v/T + z —1]/z in a form such that there is not a serious problem
with roundoff error when z is close to 0.




