Math 4329, Test 1I (QJ\

1. If Py(z) is the second degree polynomial that interpolates to f(z) = H%
at = 0,0.1, 0.2, find a reasonable bound on the error at z = 0.15.
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2. Find A, B, C such that the approximation@t ")+B“(t“")+c’it 2h)

is as high order as possible.
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3. Find A, r which make the approx\lmation \ }4 = ?{’

L1 f(z)de = Af(=1) + Af(r)

as high degrec of precision as possible (thus as high order as possible).
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4, True or False:

a. The experimental order of convergence is O(h?) if a quadrature
rule yields errors of 0.0032 when h = 0.1 and 0.0002 when h =
0.05.

The Gauss-Seidel iterative method (for Az = b) is generally slower
than the Jacobi method.

p b.

c¢. The Jacobi iterative method (for Az = b) converges only if the
@ matrix is diagonal-dominant.

d. Roundoff error is much more serious, in general, for derivative
/r approximations than for integral approximations.

e. Gaussian elimination, when applied to a general N by N linear
T system, requires O(N3) arithmetic operations.

f. If s(z) is a cubic spline, then s, s',s” and s" must be continuous
p everywhere.
¢ e
F h.

If a quadrature method is exact for all polynomials of degree n,
its global error is O(h™) for general smooth functions.

If a matrix A has condition number 10, we expect to lose about
10 significant digits in solving Az = b with Gauss elimination and
partial pivoting,

5. a. Write out the Jacobi iteration, for the system
4 3 -1 ® 7
1 4 -1 yl=1 9
-1 2 7 z =8
Will it converge? Explain. ﬁ
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b. Write out thie Gangs-Seidel iteration, for this system &y (M(G?) J < [
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Math 4329, Test 11 (H
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1. a. Suppose P3(z) is the polynomial of degree 3 which interpolates

f(z) = cos(3z) at o = —1.5h, 1 = —0.5h, 22 = 0.5h,z3 = 1.5h.

g # Find a reasonable upper bound on the error for zp < 2 < z3. You
can be "lazy,” that is, bound |z — ;| for each i by |x3 — 2q|.

‘F(x)’_@,(x)] < 7£(;€ (K /{ M- ) (<2, ) ¢~ ’Cs)/ < @ch)(g,()(f/
< 2 KV £ 273 375 /\‘f \

b. [Extra credit] Same question, but now, DON T be lazy, get the
best possible bound on |g(x)| = |(z — zo)(z — 21)(z — xg)(:c z3)|.

ﬁ@( - QX‘I' 34 (Kf-{)&—é (>(._3l\> <)< % (X zJ
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2. Find A, B which make the approx1mat10n

Js f(@)de ~ ARf(0) + Bhf (%)
Q as high order as possible. With your choice of A, B, what is the degree

of precision, and what is the order of the error (power of h that the
global error is proportional to) in this approximation?
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3. Consider the linear system:

]

a. Write out the equations for the Jacobi iterative method for solving
this system (don't actually do any iterations).

7 ¥y = (3p)/ (14 €)
}l\‘f’( ( “f"?@l)/(/—f'e)

b. Write out the equations for the Gauss-Seidel iterative method for
solving this system.

@ | G = (370 / (el
j»-ﬂ B (7"_@/(“‘@)

¢. True or False: If € > 0, the Jacobi iterative method (3a) will
converge for any starting vector (xo,%o). Give a reason for your

Q| Y, Ao Dyl Loond

d. Find the condition number of the above matrix (using the Le

norm). If you were to solve the above linear system using Gaus-

’L sian elimination with partial pivoting, would you expect serious
roundoff errors, if € is very small?

Hint: The inverse of
a=o i) Al = 2re

e = R
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4. The following function is a cubic spline for what values of a, b, c?

s(z) = 22°—322+3z—-6 for O0<z<1
= B 4ar?+bx+c for l<z<2
3’ )N . af )c——f ?
L3¢ 3 < =)t athc K eax e+ Q
Grt—Gr+ 3 3 =3 +2%+X 3&(1‘2«5(1‘«@
(Zx—( G:=Celn  bx—+la a-o
Z:,O
. C=—5

5. [Extra Credit] Use Taylor series expansions to determine the error in
the approximation

¥
ui”(t) ~ u(t+2h)—4u(t+h)+61’1;‘(1t)-‘411,(t—h)+u(t—2h) _ 4! -Z/' M"f"‘

—

Hint: expand u(t + 2h), etc, out to the S term,

‘UW(A (;/-\_

T

e,



Math 4329, Test IT ( \
z/ame

Do problem 5 and any 3 of the first 4., Mark clearly
which 3 to grade, no extra credit for doing all 4.

1. Use Taylor series expansions to determine the error in the approxima-
tion

Uiv(t) s (- 2h) —Au(E by Hu(l) ~du(t A (! 2h)

hA

Hint:

u(t—2h) = w—2hu'+4h%0" /2 8h%u" [6+16h*u™ /24— 32h°u° /120-+64R%u¥/720..,
u(t—h) =u— k' + h*u”/2— héu"/6+ huiv j24 — hSu¥/120+  hSu¥/720...
(t) =u

w(t+h) =u+he'+ h2u"/2+ B3u”[6+ htu/24+ hPu¥/120+ h8ut/720...
u(t-+2h) = u+2hu'+4h%u" /2+8h%u" [6+ 160 U™ /244 32R5u" /120+64h%u?/720...

4

My = 0w +0hal +04%"+ O /\_f{iiﬂfuv; Uw*% Ao
Iz

- ~

JO e gu &\ { AZMW-@, N

2. If py(z) is the polynomial of degree N which interpolates f(z) =
cos(3z) at N + 1 uniformly spaced points between 0 and find a
bound, involving only N, on maz(0 < z < m)|pn(z) — f(z)| Will your
hound go to zero as N — co?
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3. Determine the equations which must be satisfied for

s(z) = a(z—22+bz—1)° =<4
e(x — 2)? < 323
diz—2)%+e(z—3)% 3<z
to be a cubic spline. X={ &}
T 3 2 2 3
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4. Find A, B, C which make the approximation
[ f(x)dz ~ Ah[(0) + Bhf(0.4h) + Chf(0.8h)

as high order as possible.
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5. True or False:
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a.

h.

If Gaussian elimination is used with NO pivoting, large roundoff
errors may result even if A is well-conditioned.

If Gaussian elimination is used with partial pivoting, the solution
is usually very accurate even if A is ill-conditioned.

The Gauss-Seidel iterative method (for Az = b) is generally slower
than the Jacobi method.

The Jacobi iterative method (for Az = b) converges only if the
matrix is diagonal-dominant.

A quadrature method which has O(h%) error will give a smaller
error than an O(h) method, for any h.

Roundoff error is much more serious, in general, for derivative
approximations than for integral approximations.

Gaussian elimination, when applied to a general N by N linear
system, requires O(N?3) arithmetic operations.

If s(z) is a cubic spline, then s,s’,5” and 5" must be continuous
everywhere.

If a quadrature method is exact for all polynomials of degree n,
its error is O(h™) for general smooth functions.

If a matrix A has condition number 10, we expect to lose about

partial pivoting.



Math 4329, Test 11 (/\)
i Name ____ ,'{/% e R m——

1. If
s(z) = 0 for1 <z <2
s(z) = A(x—2)® for2<z<3
a. For what value(s) of A is s(z) a cubic spline?
S(t) =0

s = '};4(,@—&)" s'2)=0 —— ﬂ-)
5N = aleq) TR\ =0 (:2

b. For what value(s) of A is s(z) a natural cubic spline?

A =0) G (3 2) =0
s

2. If Py(z) is the fourth degree polynomial that interpolates to f (z) =
sin(2z) at = 0,0.1,0.2,0.3,0.4, find a reasonable bound on the error
at z = 0.35.

kf(\- }'*@(Al\.: (fﬁ(’f] (-0 () (e0.,) (x-0,3) Cc—ar/
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3. Use Taylor series expansions to determine the error in the approxima-

[
tiEh u”’(t) ~ w(t+3h) -~ Sul j%jjfiu(tih} ult)

[ UGB = we 3hy f(sAJL LGy (3&)"‘
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4. Find A, B which make the approximation

St f(z)dz ~ ARf(0) + BRf(%)

as high degree of precision as possible. With your choice of A, B, what
is the degree of precision, and what is the order of the error (power of
h that the global error is proportional t0) in this approximation?

B gl‘f:&\&x - AFi)+ 6AH(T)
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5. Consider the linear system:

YIBNE

a. Write out the equations for the Jacobi iterative method for solving
thisg system (don’t actually o amy. 1|erat10ns)

(5-" "f’\* 4, ) /7 .

7,.,, = (¢ ——?,2!‘)/’»’
- ( -, <+3y /S -

r\-f'j -
b Write oul Ther ﬁﬂmhmrtrlm thie Gauss-Seidel iteralive me limri for

solving this syStefn o4 m‘_f ( ) / --)2— ) / 7 \“
[ Jati (¢ -2 /3 o
\Q’m =(-3 "*C 3 (\))[f

c. True or False: the Jacobi iterative method (5a) wﬂl’cbnverge for
any starling vector (0, Yo 20) Give areason for your answer.

( 'Zru{ A I OQA‘«).)M tQQMi M\if '\‘

—

d. Given that

0.1419 —0.0878 0.0068
A= 0.0135 02297 —0.0946
—0.0203 0.1554  0.1419

find the condition number of A (using Lo norm). If you were
to solve the linear system above using Gaussian elimination with
partial pivoting, would you expect serions rovncoff errons?
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1. a. A table of values for f(z) is

10 ofl(ggo ()_(;ﬁ) (¢~ ’z:)ﬂ(f__f_(ﬂ

i N CI Y
0.03/25 )

13 0.0000

Use cubic interpolation to estimate f(10.5).

b. If it is known that |f*(z)| < 0.05 for all z, obtain a reasonable
bound on the error in your estimate of f(10.5).
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2. Use Taylor series expansions to determine the error in the approxima- /

tion u"" (.’1:) (m+2h)—2;i(a:+h) +u(z)
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3. a. Find A, B which make the approximation

J& f(x)dz = Ahf(0) + Bhf(3h)

as high order as possible. @/ !
F=1 A S“ Fde = AL+ 6 [ AB -
fox S A>4c0\,c = AL + 4L }LN '%Tﬁcf{_ ,:
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b. What is the order of the global error, for this A,B?

@)

4. (Note: you must do by hand and show your work.) Find the inverse of
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5. A quintic spline interpolant is a function which is a polynomial of degree
five or less in each interval (z;i—1,z:),¢ = 1,..., N and passes through
the points (z¢ %), = 0,...,N and is continuous and has continuous
first, second, third and fourth derivatives.

a. How many unknown coefficients need to be determined? (Hint:
There are N intervals and the quintic has how many coefficients

in each?)
oN

b. How many interpolation conditions are there? (Hint: There are
two interpolation conditions for each interval.)

2N

c¢. How many continuity conditions are there? (Hint: s(x) is auto-
matically continuous because of the interpolation conditions, so
we only need to require that s',s", s", s% be continuous at each
interior point—how many interior points are there?)

tv—()

d. If you add the number of interpolation conditions (part b) and
continuity conditions (part c), does this equal the number of un-
knowns (part a)? If not, what needs to be done to make the
quintic spline interpolation problem have a unique solution?

Wt try= Cur—g (k¢ end
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Math 4329, Test 11 Q)\
/

1.  a. A table of values for f(z) = sin(ma) is:

z  f(z)
1.0 0.0
1.5 —1.0
20 0.0

Use quadratic interpolation to estimate f(1.6).

% (f:m"L@

(51 (1s- z) = fe-fxxy

pl6) = 06 Copy, y _
’ .S (-05) () = K-—O‘o(,(.’/

b. Use the Lagrange error formula to obtain a reasonable bound on
the error in your estimate py(1.6) of f(1.6).

7 Fa—p)= (} ) (e = (~—ﬁ w(nc: Ty
Lelg 3 I (-eg
[e€e . % (002) =( 0 12y )

c. Calculate the exact error f(1.6) — pa(1.6).

F(1¢) = 57 (o) = 4,951
$16) 410 = ~075) ~ (-03%) (9,007

1



2. Use Taylor series expansions to determine the error in the approxima-
tion 'LL’( ) )~ 41&{&2;] ufe—2h)

U = 3 3
Ak = u—A o la W ?% ut..
U = ~Un ! +7¢A"‘ua 8’/\ u!!

A(;r\!—w«ﬁr | Zh ! -——,%-(\?-ul”-(.,, G
T = WCR)
2L, ’Q,_ﬁ )+.)

3. The following function is a cubic spline for what values of a, b, c?

s(x) 223 + 322+ 22 +5 for O0<x <1

o tar?tbrte for 1<z<?
(9,r) (1,0
LOFBLIUAS g =) athee  Kivaxs v
Gx ™t Crs2 (¥ =3-24+4 B+ Skt

1x +C 5 =+ 2 bx +2a
| A= G ‘ /5’:3*(14’,@
if b =~ | /1 =146~~~
<=

2



4. a. Find A, B which make the approximation

o f(z)de ~ Ahf(0.5h) -+ Bhf(0.8h) P‘ )

; L)/
as high order as possible. )Q‘ ﬁ_
ke [\:So J &s = At BK ( Até =

F=x Lpe S:\ why = At (05K < 8K (ush) .54+ 0¥8 =°S

Foxt LR = Sf e = ALDB R < BROKFK)  OwArads
%J—

8\‘0‘& — ( : B

b. What is the order of the g_.;]nl,:\:‘ il error, for this A,B?
CACKE) \
/ (OChT)

5. (Note: you must do by hand and show your work.) Find the inverse of

011 1°
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Math 4329, Test I1 kl/(\

Solve any 3 of the first 4 problems, plus problems 5 and 6. Clearly mark
which problem is not to be graded.

1. Use Taylor series expansions to deteE:mme the error in the approxima-
m ~ w(t-+3h)— 3u(t+2h +3u t-i—h,)—u(t)
tion U (t) i

the h* terms.)

.____ a()(,),__ ) )

3 EINE u{/\uﬂfhuk%u /\M(v
5 4

(Hint: expand out to

— T ==
"’”? U (# '174‘) U4 2hy! A "fA u“ v UGL W /GA_L’
A 4 13]'\) = b\—t}hu -~ ]{ o 2y, &
Ko +_9_'./5-'§?C((Vru

b 4 s

/\vaecuﬁr = ¢ O g }U*_Z_-_‘fé"“”{ = J’?“‘{'@‘AL” (v

/"
743(/‘/4-2 KT rhr - ”’6‘-]-&(’;‘{{

\
2. What is the degree of precision of the approximation:

=

8 f(z)dx =~ 2hf(3h) — Shf(3h) + hf(3R)



3. A table of values for f(x) is:

z  flz)
100 0.0
110 3.0
120 0.0
130 1.0

Use cubic interpolation to estimate f(125).

f}(%) = (Xf/w)(xf/zg_ﬁf_ /30)
Y o~1) (/1012 )(//oﬁ/go)
o (@) (ertto)e-r20)
(/30-) (13076 ) ( froto) |
6 (rs) = @5)(s)es) . (2s) ( /5)(51 - 3250
() (o) F20) (30) (22 (10) CaaN
= (=0, 625

4. Tf it is known that |f®(z)| < 0.001 for all z, obtain a reasonable bound
on the error in your estimate of f(125) in problem 3.

pafe = [/ 2{;\ (x—/w)(r/‘/o)&’ﬂo)&»/%o)(

beot (25)(5)G)] = 0106 )



5. Define a natural cubic spline.
S‘GL) = qﬁa'(‘,a‘(tff%(‘ctg v ¥ ex éxi\ﬂ
9 EAN
¥ s120 af el fom‘f

(

can'f')r\w WS (’ué7 WAQ,—\

6. Approximately how many multiplications are done by the section of
MATLAB code below, which does back substitution in solving an N
by N linear system?

X(N) = B(N)/A(N,N);
for I=N-1:-1:1
?S e& SUM = 0.0;
for J=I+1:N
SUM = SUM + A(I,DD*X(J);
end
X(I) = (B(I)-SUM)/A(I,I);
end

2\

(LM



Math 4329, Test II ( q)

1. a. A table of values for f(z) is:

z  f(z)
0.0 0.0
0.1 3.0
0.2 0.0

Use quadratic interpolation to estimate f (0.05).

L6 = (x-0)=01) g\ L (0,05) = (0;322.(:9”5)3 = (%)be

(0.1-9) (0)—072) 0.1 (-af)

b. If f(z) = 3 sin(5mz), obtain a reasonable bound on the error in

your estimate of f(0.05).
0s) (—.as)(=15) 3
({ _'m__é—‘_ > (5'77) (‘0!\(577«) /
< @35 P oy

2. Use Taylor series expansions to determine the error in the approxima-

tion U”(t) ~y u(t)—211.(t—fl§)+u[t—2ﬁ)_

[ WH =y
—7 ‘AGH\):UK“/\QJ-ng ! —_é;b(

AFar) = ¢ ~2hal + %
| (F-) = y ~2hu w%uu_,%s“m

Q(_:-_o)_(ffo,l) (k—0:2) Jcm(‘f) _

i

L 3
nNum = ] _’/\ “(/( |
A ’ o Qs -"'f#r (-ﬂ _ ___/\ ( ((//-(" \\

1
. ‘ ‘
fm (A“llfi Au“ (i‘) —

T



3. The following function is a cubic spline for what values of a, b, c? g

=0 \
s(z) = 2z°—3a?+3z—-4 for 0<z<l <Z |
23 +ax® +bz+c  for 1<z <2 __HL”" )
= 2 Lo S 3 2 B
T = -+ —f 7 = | 4 aqfirc %7 ot yer <

3 X:, = bxt- fx t3 3= 3420 <k 9t Ty +4
sTOE 2~ G =6t 6x +%

4 Determine values for A, B,C which make

o —
h -"-.- 0 \\
dr ~ Ah Bhf(h/3)+ Chf(h - 3
i f(@)dz ~ ARF(0) + BhS(h/3) + Chf(h) C 4o Ve o(L3)
3 as high order as possible. What is the degree of precision and whal is
the global order? el \ / A
4o s | A4B+C=f  Sh-o \ L =74,
: . T = - P )
Ty 7 AR ANES S
3 _cMlwe = BA( L \.. | ST
% - 50 2 Abj +U\6 ~ A/ _(,j/ |
5. a. If a quadrature rule yields errors of 0.0064 when h = 0.01 and 0.0002
when h = 0.0025, what is the experimental order? (O(h")) {i,xt_"';- 2.5
b. Of all quadrature rules with n sample points per strip, the one withi
highest degree of precision is called what? Genstan Ao it ‘{.’; . -
Y% c. Gaussian elimination, when applied to a peneral N by N lifigarsystem, -
, requires approximately how many multiplications? ./ ~ U /50
d. The strategy of switching rows during Gaussian c!imili'nhan-ﬁti"aiiways
bring the largest (in absolute Iv&lue) potential pivot to the diagonal is
called what? ~__Jafref ol F179

e. True or False: If f() is a sinooth fanction and Ly(z) is the La-
grange polynomial that interpolates to f at uniformly spaced points
a = Tg, T1, --&n = b, then for all a < @ < b, Ln(z) is guarantecd to
converge to f(x) as n — co. (Assume no roundoff ermr.{,)-’ IL( . N



Math 4329, Test 11 03
1.

Name L( |
a. A table of values for f(z) i

z  f(z)
1.0 0.1
1.1 0.0
1.2 0.0
1.3 0.0
Use cubic interpolation to estimate f(1.05)
fs‘){) -

b~ 0)1) (x—12) (x-1. %)
G‘/n) (I-L(-~13

(ﬂ (1) = (“005)(’(9(5)(*015

= U/)(’Oz) (9%
= 09315

b. If it is known that |f*(z)| < 0.001 for all 1 < z < 1.3, obtain as

small a bound as poss1ble on the error in your estimate of f(1. 05)
w3(x) ’CQ/ / (ﬂ»f)@—u)(x»

(05)( osX(s) (. %)
4q
S 3 qlco \
2. Use Taylor series expansions to determine the error (not just the order
of the error) in the approximation u (t) ny WEth)- 2;‘1“) it —h)
L ] b
('\(7\"1"\) = (44—1&"\ ‘l’uu_ﬂ_* “—( ’_./ﬁ + L(W//\- -+ .
[ Lr
Ur =«
(3 i
wih <) = s ~u'h +u’A—y "R . c(“’iy-(—,

rhs = WL« q@ KT .
e "W | TN
By i U 6] +(a ()4
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3. Determine the value for 7 which makes
Iy f(z)dx ~ Ihf(rh) + shf(%) + shf((1L—1)h)

as high order as possible. Is this the Gauss 3 point formula? No
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4. (a) If we fit a polynomial of degree N through N+1 points, then change
the y value at one point, where does the polynomial change, in general?
(b) What about a natural cubic spline interpolant, same question?

—Z/ 0\) Qw;a a/islrf
A) Qu‘eﬁ WA-(’/Q
5. (a) What boundary conditions does a natural cubic spline satisfy? (b)

Give a scenario where this spline is a better idea than a ”not-a-knot”
cubic spline. (c) Give a scenario where it is not as good.
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6. Below is a MATLAB program to solve Ax=b with no pivoting

function x = geln(A,b,n)
% forward elimination
for k=1:n-1
if abs(A(k,k)) ==
error(’Zero pivot encountered’)
end
for i=k+1:n
/71 amul = -AGLK)/AGK);
% add amul times row k to row i

for j=k:n
C A(i,j) = A(4,j) + amul*A(k,j); =

end

b(i) = b(i) + amul*b(k); \

\‘ end |
-end (
% back substitution {
if A(n,n) == \
error(’Zero pivot encountered’) Ilh

end \
x(n) = b(n)/A(n,n);
for k=n-1:-1:1
sum = 0O;
for j=k+l:n
C sum = sum + A(k,j)*x(j); |

end
x(k) = (b(k)-sum)/A(k,k); /
end /

(a) Indicate which line in this program will 'ru-.{-m{nt for nearly 100%
of the computer time, when n is large. (b) Approximately how many
multiplications are done during the forward elimination? (c) What
about the back substitution, same question? (d) Approximately how
much would the computer time increase if pivoting were done? (Assume
n is large still.)
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